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Abstract

The classical linear regression approach is reasonable under the as-
sumption of a homogeneous population. Nevertheless, when we suspect
that there are several heterogeneous groups in the population repre-
sented by a given sample, then mixtures of regression models can be
applied. The method acquires parameters estimates by modelling the
mixture conditional distribution of the response given the explanatory
variable.

Provided the mixture consists of c components, the mixture distri-
bution is given by the weighted sum over all c components. Parameters
of a mixture of linear regression models are estimated by maximum like-
lihood using the expectation maximization (EM) algorithm. In order
to improve regression parameter estimates and data classification, mix-
ture model can be extended to include concomitant variables. These
additional variables influence the weights of a mixture regression model
so they are no longer deterministic but they operate as functions of one
or more concomitant variables.

Recently, mixture models are used more and more in a various
fields, including the economics. The methodology will be illustrated
on an analyses of the relationship between an old age pension and
income of EU countries residents older than 65 years.
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